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# 一、引言

随着高等教育普及率越来越高，在校学生规模越来越大，各个高校的教务管理系统也积累了大量的成绩数据，面对这些海量数据，很多教学管理人员还停留在对数据进行简单的增、删、改、查等操作，不能对隐含在数据背后有用的知识及信息进行有效的提取与分析。如何从这些学生成绩中发现有用的信息，找出课程之间的关联性，关联规则便能有效解决这一问题。

# 二、关联规则概述

关联规则（Association Rule）就是从大量数据中寻找项集之间存在的关联性[1]，它是最常用的数据挖掘方法之一。对事务数据库中的数据进行分析，就是要挖掘出满足最低条件支持度（min sup）阈值与最小规则置信度（min con）阈值要求的所有关联规则[2]。常用的关联规则算法有Apriori算法。

## （一）关联规则的概念

$设I由一个m个项目组成的集合I=\left\{i\_{1}，i\_{2}，\cdots ，i\_{m}\right\}$，设与任务相关的数据集D是数据库事务的集合，$其中每个事务T是项的集合， 使得A⊆I$，每一个事务都有唯一的标识符TID，$设A是一个项集，事务T包含A，当且仅当A⊆I$，关联规则是形如$A=>B\left[s，c\right]的蕴涵式，其中$，

$A⊂I，B⊂I，并且A∩B=Ø，则规则A=>B$在事务集D中成立[3]。s表示关联规则的支持度（Support），表示数据集D中同时包含A与B的交集，它是用户规定的关联规则必须满足的min sup；c表示关联规则的置信度（Confidence），表示数据集D中包含事务A的同时也包含B的百分比，它是用户规定的Association Rule必须满足的min con[4]。min sup与min con的公式如（1）-（3）所示。

$$ Support(A=>B)=P\left（A∪B\right） （1）$$

$$ Confidence(A=>B)= P(A|B)=\frac{P(A∪B)}{P(A)} （2）$$

$$ Confidence(A=>B)= P(A|B)=\frac{ Support(A∪B)}{Support(A)} （3）$$

同时满足min sup阈值与min con阈值的规则称为强规则[5]。项的集合称为项集（Item set）。含有k项的集合称为k项集，项集出现的频率是指包含项集的事务数，简称项集的频率、支持计数或计数[6, 7]。对于I及D，T中所有满足用户指定的min sup的项目集，即Confidence(A)≥min con的I的非空子集，称为频繁项目集或者大项目集。在频繁项目集中挑选出所有不被其他元素包含的频繁项目集称为最大频繁项目集[8]。

关联规则挖掘主要分为两个步骤：首先，找出频繁项集。需要满足$Support count(A)\geq min sup$。其次，由频繁项集产生强关联规则。需要满足$Support count(A)\geq min sup$，且$Confidence(A)\geq min con$[9]。

## （二）关联规则的分类

关联规则根据其变量类型划分，可以分为Boolean关联规则与Numerical关联规则。根据其数据的维数划分，可以分为Single Dimensional关联规则与Multidimensional关联规则。根据其数据的抽象层次划分，可以分为Single-Level关联规则与Multilevel关联规则。

## （三）Apriori算法的思想

Apriori算法是一种基于Boolean关联规则挖掘算法，用来挖掘数据库中各数据项之间的频繁模式[9]，即各数据项之间的关联性，其基本思想是利用先验知识逐层搜索的迭代方式来获取频繁项集，由第k-项集计算第(k+1)-项集。首先找出频繁1-项集，记为$L\_{1}，然后利用L\_{1}产生候选项集C\_{2}$，再计算出2-项集$L\_{2}$，以此类推，经过多次循环和迭代，直到无法找到更多的频繁k-$项集L\_{k}为止$[10]。

## （四）Apriori算法的流程

根据关联规则的步骤可知，实现Apriori算法，主要包含以下两个步骤。其流程图如图1所示。
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图1 Apriori算法查找频繁项集流程图

第一，连接操作：首先扫描D，得到候选1-项集，再计算各项集的支持计数，确定频繁1-$项集L\_{1}$，接着利用1-项集进行自连接，得到频繁2-$项集L\_{2}$。依次类推，由$L\_{k-1}，最终找到频繁项集L\_{k}。$

第二，剪枝操作：$L\_{k-1}$与自身连接产生的候选项集记为$C\_{k}，C\_{k}是频繁项集L\_{k}的超集$，即$L\_{k}⊆C\_{k}。扫描D，计算C\_{k}$中各项集的支持计数，并确定所有支持计数不小于min sup阈值的候选项集为频繁项集$L\_{k}$[9]。

## （五）Apriori算法的性质

由于Apriori算法在迭代时需要重复扫描整个D，为了提高算法的执行效率，运用到以下三个重要性质。

性质1 一个项集的支持度不大于其子集的支持度[9]。

性质2 由频繁项集产生的所有非空子集也是频繁的[11]。

性质3 任何非频繁项集的超集一定也是非频繁项集[12]。

## （六）Apriori算法的优缺点

Apriori算法的优点是算法简单、容易实现，但存在以下缺点：

（1）频繁扫描数据库。在Apriori算法中，每一次迭代计算候选项集的支持计数，不管事务是否含有候选项集，都要完整扫描一次D。D中的事务越多，算法执行的时间就越长。

（2）容易产生大量的候选项集[13]。应用Apriori算法生成候选项集C过程之中没有及时删除不符合min sup阈值的项，导致由$L\_{k-1}$产生k-候选项集$C\_{k}$不断增长，延长了扫描D的时间。

# 三、基于关联规则的学生成绩分析

为了挖掘课程之间的关联性，本文利用关联规则的Apriori算法来分析学生成绩，整个实施过程分为方案设计、数据准备、模型建立、挖掘结果与分析四个部分。

## （一）方案设计

从学校教务系统导出2015级全体会计学本科专业学生（总共20个班，合计1270人）入学以来三个学期，9门专业必修课程成绩，导出数据源类型为Excel工作表，选择Apriori算法，IBM SPSS Modeler 14.1挖掘工具，挖掘课程之间的关联性，即哪些课程对学生成绩影响较大，哪些课程应先开设，哪些课程适合后开设。

## （二）数据准备

1.数据选取

本文选取广州GS学院会计系2015级会计学专业20个行政班级，共计1270名学生入学以来三个学期所有课程期末考试成绩作为研究对象，数据都是从该校教务管理系统导出。

2.数据集成与清理

（1）删除不相关数据。由于导出的原始数据包括任选课程、课程学分、课程性质、学分绩点、平均分和总分等信息，这些不是本次成绩挖掘分析的考虑因素，所以将其删除。

（2）合并类似课程。将类似课程合并，再采用求平均值的方法进行取值（四舍五入取整法）。需要合并的课程信息如表1所示。经过合并，剩下14门课程。

|  |
| --- |
| 表1 合并课程信息 |

|  |  |
| --- | --- |
| 合并前课程名称 | 合并后课程名称 |
| 大学英语Ⅰ、大学英语Ⅱ | 大学英语 |
| 大学语文Ⅰ、大学语文Ⅱ | 大学语文 |
| 中级财务会计Ⅰ、中级财务会计Ⅱ | 中级财务会计 |
| 大学体育Ⅰ、大学体育Ⅱ、大学体育Ⅲ | 大学体育 |
| 宏观经济学、微观经济学 | 经济学 |
| 微积分Ⅰ、微积分Ⅱ | 微积分 |
| 思想道德与法律基础、马克思主义基本原理、中国近现代史纲要 | 德育 |
| 创新创业基础、大学生职业发展与就业指导 | 创业与就业 |

（3）数据清理。由于原始数据出现部分学生的课程成绩被标注为“缓考”、“缺考”、“取消考试资格”和“舞弊”等特殊情况，此次在不减少研究数据，又能避免成绩存在太大误差的情况下，统一将此部分学生的成绩填充为所在班级的课程平均分。

3.数据转换

由于Apriori算法仅支持布尔型数据的关联分析，为了降低成绩数据的复杂度，首先需要将学生成绩中文本格式类型的数据统一转换成数值型数据，再将数值型数据转换成离散的Boolean类型数据，因为Apriori算法是基于Boolean Association Rule挖掘算法，本身并不支持连续型的数据。本例采用的方法是将学生成绩高于所在班级该课程的平均分记为l，低于所在班级该课程的平均分记为0，其目的是减少不同班级由不同教师评定成绩时带有主观因素造成的误差。

## （三）模型建立

利用Apriori算法，在SPSS Modeler中建立关联分析模型，如图2所示。



图2 Apriori关联规则算法挖掘模型

图2是针对本次挖掘目标所设计的流。“2015级会计学专业学生成绩.xls”作为源文件节点，经过字段过滤、类型设置，与模型建立连接。因为Apriori算法模型中一共用到14个属性字段，因此，称为14字段。最后，将运行后得到的模型和“网络”图形节点连接到流中相应位置，实现结果的多样性。

具体操作步骤和主要参数设置如下：

1.打开SPSS Modeler软件，添加“Excel”节点，导入准备好的数据文件，并设置所有数值型字段的“标准小数位置”为0，运行之后可得到相应的事实表。需要注意的是，在导入文件之前，必须关闭学生成绩工作簿，否则将提示“无法读取文件列名”。

2.添加“过滤”节点，过滤掉序号、学号、姓名、班级、性别等不相关的字段。

3.添加“类型”节点。所有字段的“测量”设置为“标志”，“角色”设置为“两者”。两者是指既可作为输入数据又可作为输出数据。最后“读取值”。

4.在数据流编辑区添加“Apriori”模型节点，并与“类型”节点建立连接。双击“Apriori”节点，在“字段”选项卡，选择“使用定制设置”，把“后项”与“前项”都设置为“全选”。在“模型”选项卡中设置min sup=30，min con=87%，“最大前项数”为10，如图3所示。注意：此过程需反复调整参数，以便得到合适的参数，最终才能获得相对准确的结果。按照此处的设置，可以得到12条规则。



图3 设置“模型”选项卡

5.为了直观看到统计结果之间的关系，在“类型”节点后添加“网络”节点，在“图”选项卡中，字段选择“全选”，并勾选“仅显示真值标志”；在“选项”选项卡中将“可显示的最大链接数”设为25，如图4所示。其他默认设置。



图4 设置“选项”选项卡

## （四）挖掘结果与分析

1.挖掘结果

在图3中，单击“运行”按钮，生成挖掘模型“14字段”，并与“类型”节点自动建立连接。双击模型“14字段”，可以得到挖掘结果，如图5所示，按照上面的设置，此处一共生成12条关联规则。



图5 Apriori挖掘模型

在图4中，单击“运行”按钮，得到“14字段：绝对值的网状图”，如图6所示。



图6 14字段：绝对值的网状图

2.结果分析

根据图6的网状图，可以发现不同课程之间的连线有多有少，有粗有细，连线越多，说明与其他课程的联系就越密切；连线越粗，说明课程之间的影响程度就越大。对于那些与其他课程有较多联系的课程，应作为基础课程，较早开设，如：法规与职业道德、中级财务会计、经济学、税法、会计学、创业与就业。对于彼此之间相互影响程度较大的课程，应重点考虑哪门课程作为先导课程，哪门课程作为后续课程，如：中级财务会计和会计学，中级财务会计和经济学，中级财务会计和法规与职业道德，法规与职业道德和税法。

根据图5的挖掘结果，并结合对图6网状图的分析，可以得到：

（1）会计学、法规与职业道德、经济学、税法能够促进中级财务会计的学习，说明中级财务会计应在修读完前面四门课程基础上再开设。统计学、微积分等课程虽能促进中级财务会计的学习，但影响并不大。

（2）法规与职业道德能促进经济学、税法、会计学的学习，因此，应考虑优先开设。

（3）经济学和税法，经济学和会计学之间是互为促进的关系，可以同时开设。

（4）在模型中没有挖掘出大学语文和创业与就业之间的规则，但网状图却显示它们存在密切的关联，可能是数据在集成与清理、数据转换时产生了误差，又或者它们达不到“最低条件支持度”和“最小规则置信度”。

（5）在模型中没有挖掘出“计算机应用基础=>会计信息系统”这一规则，说明这两门课程虽然都与计算机操作相关，但关系并不密切。

（6）挖掘模型和网状图均没有挖掘出计算机应用基础、大学英语、大学体育和会计信息系统，可能它们与其他课程的关联程度极小，而且，前三门课程均是通识基础课，独立性较强，因此，也属正常。

通过对以上结果分析，可以明确课程之间的关联性以及重要性，挖掘结果能给学校教学管理人员设置课程、制定教学计划以及修订人才培养方案提供决策支持。

3.误差分析

（1）原始数据有限，规模也不是很大。

（2）学生的综合成绩=平时成绩（30%）+中考成绩（30%）+末考成绩（40%），教师对学生的态度会影响到平时成绩的高低，学生在不同时间段的学习效果也可能影响到中考成绩和末考成绩。

（3）原始学生成绩在清理、集成、转换、离散化过程中，产生了误差。

4.有效性分析

通过借助SPSS Modeler软件，运用Apriori算法对学生成绩进行分析，能够挖掘出隐藏在成绩之中有价值的知识与信息，找出课程之间的关联性，并自动计算出课程之间的支持度与置信度，有效地度量了课程之间的影响程度，虽然结果可能存在一定误差，但给教学管理人员分析课程之间的关联性提供了一种思路，也为其决策提供了参考依据。

# 四、总结

本文首先介绍了Association Rule的概念与分类，接着对Apriori算法进行研究，最后借助SPSS Modeler软件，结合Apriori关联规则算法，从学生成绩中挖掘出课程之间的关联性，并且对挖掘结果进行详细的分析与说明，为今后教学管理人员开展相关教学管理工作提供决策支持。
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